Disruption management for resource-constrained project scheduling based on differential evolution algorithm
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Abstract
In this paper, we study the problem of how to react when an ongoing project is disrupted. The focus is on the resource-constrained project scheduling problem with finish–start precedence constraints and the recovery strategies based on disruption management for the different types of disruptions are proposed. The goal is to get back on track as soon as possible at minimum cost, where cost is now a function of the deviation from the original schedule. The problem is solved with a differential evolution (DE) algorithm that can be solved more perfectly on the objective function. The new model is significantly different from the original one due to the fact that a different set of feasibility conditions and performance requirements must be considered during the recovery process. Project scheduling problem library (PSPLIB) has been taken into account so as to test the effect of novel hybrid method. Simulation results and comparisons determine the effects of different factors related to the recovery process and show that the differential evolution algorithm is competitive and stable in performance.
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1 Introduction
Project scheduling has attracted an ever-growing attention in recent years both from science and practice. Nowadays, enterprises have to focus more on improving product development efficiency due to the global economic crisis and the increasingly intense market competition. To gain more market share, it is critical for enterprises to reduce product development time and cost with limited resources and shorten the time-to-market. One of decision problems that in practice often involve uncertain information is resource-constrained project scheduling problem (RCPSP).

Projects are often performed under high levels of uncertainty related to such factors as resource availability, unproven technology, team competence, and the commitment of upper management. Sometimes, even the project goal is not well defined when the work begins. For most projects, though, a schedule specifying the implementation details must be developed before uncertainties are resolved. Without any historical data or past experience, expert opinion and rough estimates might be the only way to quantify activity costs and durations in the initial planning stages. What results is an initial schedule designed to optimize some objective within the limits of uncertainty. Eden et al [1] pointed out that it is very hard to estimate the cost of delay and disruption for most real world projects. The primary purpose of this paper is to apply the growing field of disruption management (DM) [2, 3] for examining and resolving this type of problem. Disruption management is an emerging field in which operations research techniques are applied to help resolve uncertainties as they unfold. The problem that must be solved may be significantly different from the initial planning problem because it contains new decision variables, new constraints, and a new objective. Beside air traffic and airline-related scheduling, the domains of machine scheduling and production planning have been at the centre of research in disruption management [4]. Bean et al. [5] were among the first to consider deviation costs in their approach to match up scheduling, which is based on the idea of identifying an updated schedule that converges with the original one at some early point in the future. While Clausen et al. [1] discuss disruption management in the execution of shipbuilding processes; Xia et al. [6] investigate DM in the context of a two-stage production and inventory system, evaluating solutions for fixed and flexible setup epochs as well as different forms of penalty functions. Yang et al. [7] consider cost and demand disruptions occurring on a single-product manufacturing plant and propose a pseudo-polynomial dynamic programming procedure for the general cost case and present advanced solution procedures for specific forms of cost functions. Additional information and comprehensive overviews of DM in the context of production planning can be found in [8] and [3]. Apart from the areas of application mentioned above, disruption management plays a crucial role in the context of many other real-world processes. Research, for example, has been conducted in the domains of telecommunication [2], project management [9, 3, 10], supply chain coordination [11, 12] and logistics management [3]. Al-Fawzan et al.
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Hur et al [14] define such a setting as the real-time work schedule adjustment decision, proposes mathematical formulations of the real-time adjustment and develops efficient heuristic approaches for this decision. Herroelen et al [15] review the fundamental approaches for scheduling under uncertainty: reactive scheduling, stochastic project scheduling, fuzzy project scheduling, robust (proactive) scheduling and sensitivity analysis and discuss the potentials of these approaches for scheduling under uncertainty projects with deterministic network evolution structure. Howick [16] et al use System dynamics (SD) to analyse disruption and delay, making an informed decision about the appropriateness of SD as a modelling approach to support any specific claim for compensation. Vonder et al [17] discuss computational results obtained with priority-rule based schedule generation schemes, a sampling approach and a weighted-ealiness tardiness heuristic on a set of randomly generated project instances. Demeulemeester et al [18, 19, 20] review the fundamental approaches for scheduling under uncertainty and discuss the potentials of various approaches for scheduling under uncertainty projects with deterministic network evolution structure.

Despite of noticeable progress in the researches on DM (disruption management), DM applications to date to solving practical difficulties are still in great constraints, especially in the field of project scheduling, where fruits of multi-mode DM study are yet to be added to present few. With hope of advancing further, this section introduces a framework for solving the problem of multi-mode project scheduling with uncertainties, including task-disruption and resource-disruption. In section 2, we give an outline of DM studies on project scheduling with uncertainties, followed by section 3, adjustment strategies of DM and its mathematical model. In the section 4, differential evolution algorithm is introduced to tackle project scheduling under uncertainties. Differential evolution algorithm is employed to calculate examples and analyse the outcomes in section 5. The last section is conclusion of the whole paper.

2 Principle of Project Scheduling in DM

Project scheduling in DM is to bring the project deviating from the original schedule back on track with recovery strategies when the project is still in progress, as well as to minimize the effect of disruption. As is shown in Figure 1, the flow of project scheduling mainly includes disruption types, recovery strategies, recovery objectives and recovery constraints. This section will explain and analyse the first two, based on which, the latter two aspects will be explained in the next section.

2.1 DISRUPTION TYPES ANALYSIS

This section will make further analysis and explanation on the specific types of disruptions.

1) Task delay disruption

Task delay disruption is mainly caused by project structure disruption. During the implementation of project, some disruptions due to requirements change or other environmental factors may contribute to new task needed to be added or to task stop, which triggers shift in task number. Meanwhile, some change in task priority will result in difference of project structure in project scheduling, which may bring about disruption in the project structure itself. In this way, project structure disruption would make project scheduling vulnerable and infeasible, and eventually tasks in original schedule could not proceed as planned so as to produce delay disruption.

2) Task completion time disruption and resource consumption disruption

Task completion time disruption and resource consumption disruption. Task completion date disruption refers to the failure of task completion on time as scheduled; in most cases, delay is expected. Resource consumption disruption is the overuse of resource compared with that allocated in original schedule. The impacts of task disruption are as follows: for one thing, delay of task completion will postpone the opening of next task, thereby impairing the implementation of original schedule and raising the cost of the project; for the other, the postponed task will grab the resource initially allocated to other task, which may put off the execution of parallel task.

3) Resource available disruption

Resource available disruption refers to that of current available resource, usually denoting the resource available cannot meet the needs of project implementation, namely resource deficiency. This is the commonest type of disruption in project scheduling. The main reasons for this disruption are equipment malfunction, stuff insufficiency, over-consumption of resource by other tasks or projects. The impacts of resource available disruption are the following: on the one hand, the task
about to begin needs to be postponed, in order to wait for the completion of other tasks when available resource is restored; on the other hand, backup resource needs to be manoeuvred to meet the requirement of task execution.

4) Delivery time disruption

Delivery time disruption will not impact the implementation of project; however, its influence on project itself is evident. The delay of delivery will cause the offence of project against the contract, thus leading to the failure of the project to some extent. Mainly affected by previous three disruptions, delivery time disruption is valuable when acting as a cost punishment measure to restrict the options of disruption recovery strategies, as those strategies are usually used to curb the disruption in project execution.

2.2 DISRUPTION RECOVERY STRATEGIES

As the key to disruption management, disruption recovery strategies are flexible decision related to disruptive events. These strategies share the same model parameters with disruptive events, while the essence is distinct. Disruption is the fact that project scheduling deviate from the original under the impact of external uncertainties, whereas disruption recovery strategies serve as a decision variable to amend the disrupted process in project scheduling.

1) Task Execution Mode Substitution Strategy

With respect to multi-mode project scheduling, the task execution modes are diverse implementation mode of the project, each of which responds to different completion date and resource consumption. When the task execution is delayed, alternative execution mode could be employed to restore the disrupted scheduling, so as to ensure the task completion on schedule and keep other tasks free from disruption. On the other hand, when the task is delayed for the deficiency of resource, the execution modes of some tasks could be altered to restore the execution of subsequent task. The change in execution mode of tasks may accelerate the task-implementing speed, bringing project scheduling back on track faster, at the expense of project cost, however. To keep the balance between project scheduling and cost control, we define a variable $C_{m}$ as mode-switching cost, the extra cost produced when the execution mode of task $i$ is converted from $m$ in original schedule to $m'$ in disruption management. $C_{m}$ reflects the decision cost on the conversion of execution mode of the task.

2) Resource Substitution Strategy

Resource is the foundation of project implementation. The impact of resource insufficiency on project is decisive. Considering this, when disrupted, additional resource could be provided to ensure the project free from impedance of disruption. However, increase of available resource may bring about rise in cost, which means that additional resource provision is restricted within the project budget. Based on the balance between project scheduling and cost control, we define $g(r)$ as resource punishment coefficient, to express the cost of resource $r$ in units.

3 Disruption management model for project scheduling

The current universal form of disruption management model is

$$\min f(x),$$

subject to $x \in X$.  \hspace{1cm} (1)

Expression (1) is the objective function, and $f(x)$ is the disruption degree function; expression (2) is the constraint condition. The objective of disruption management is to minimize the degree of deviation of new scheme from the original after disruption.

According to uncertain disruption types, we propose a disruption management model based on disruption recovery strategies in this section. This model consists of disruption recovery objective function and disruption recovery constraint condition. The disruption recovery objective function is to minimize the project disruption, the component variable includes not only recovery cost caused by the adopted disruption recovery strategy, but also punishment for execution delay and delivery delay due to disruption; the disruption recovery constraint condition defines the constraint conditions for each factor in amended project scheduling.

3.1 OBJECTIVE FUNCTION

We define recovery objective function as the following:

$$\min Q(x) = D(x) + C(x) + G(x) + P(x),$$  \hspace{1cm} (3)

where $D(x)$ is the deviation between project scheduling and implementation after delay of task start, and we define $w_{i}$ as a weight of delay in start-up punishment, which means the cost caused by the deviation of start delay for per time unit from the original schedule; let the start time of task $i$ in the original schedule be $s_{i}$, the real start time $s'_{i}$.

According to the definition above, $D(x)$ can be expressed as below,

$$D(x) = \sum_{i} w_{i} \left([s'_{i} - s_{i}] + [s_{i} - s_{i}']\right),$$  \hspace{1cm} (4)

where $[z] = \max\{0, z\}$.

$C(x)$ is the extra cost produced when substitution strategy of task execution mode is employed; for multi-mode task, we define the following resource substitution decision variable
Expression (10) ensures that each task has a unique completion time; Expression (11) and Expression (12) are task precedence relationship and resource constraint condition respectively; Expression (13) means the task outside of the time-restoring window is implemented as originally scheduled; Expression (14) is task-restoring constraint.

4 Differential evolution for disruption management in project scheduling

The advancements in meta-heuristics in recent years, related mainly to the development of more efficient computational algorithms have enabled the solution of complex problems by means of numerical optimization algorithms [21]. One of these modern meta-heuristics is the Differential Evolution (DE), an evolutionary computation method. The DE developed by Storn and Price [22] is one of the most superior algorithms. The DE have become widely used in engineering optimization [23-28] due to its simple structure, ease of use, convergence speed, versatility, and robustness. The main difference between genetic algorithms and DE is that, in genetic algorithms, mutation is the result of small perturbations to the genes of an individual (potential solution) while in DE, mutation is the result of arithmetic combinations of individuals.

Stom and Price [22] first introduced the DE algorithm a few years ago. DE is similar to genetic algorithms in that a population of individuals is used to search for an optimal solution. DE combines simple arithmetic operators with the classical operators of crossover, mutation and selection to evolve form a randomly generated starting population to a final solution.

DE offers the advantage of incorporating a relatively simple and efficient form of self-adapting mutation. The fundamental idea behind DE is a scheme whereby it generates the trial parameter vectors. The population of a DE is subject to operators of mutation, crossover and selection. In each time step, DE mutates vectors by adding weighted random vector differentials to them. If the cost of the trial vector is better than that of the target, the target vector is replaced by trial vector in the next generation.

Stom and Price [22] proposed 10 different strategies for DE based on the individual being perturbed, the number of individuals used in the mutation process and the type of crossover used. The strategy implemented here was DE/rand/1/bin, meaning that the target vector is randomly selected, and only one difference vector is used. The bin acronym indicates that the recombination is controlled by a binomial decision rule.

The optimization procedure of DE/rand/1/bin is given by the following steps:

Step 1: Choice of the control parameters, including population size (M), boundary constraints of optimization variables, mutation factor (f_m), crossover rate (c), and the stopping criterion (t_max).
**Step 2:** Initialization of population with \( M \) individuals. Set generation \( t = 0 \). Initialize a population of \( i = 1,2,\ldots,M \) individuals (real-valued \( N \)-dimensional solution vectors) with random values generated according to a uniform probability distribution in the \( N \)-dimensional problem space as following equation:

\[
x_i^{(0)} = x_{\text{min},j} + \text{rand} \cdot (x_{\text{max},j} - x_{\text{min},j}) \tag{15}
\]

where \( i = 1,2,\ldots,M \) is the individual’s index of population; \( x_i^{(t)} = [x_{i1}^{(t)}, x_{i2}^{(t)}, \ldots, x_{in}^{(t)}]^T \) stands for the \( i \)th individual of a population of real-valued \( N \)-dimensional solution vectors; \( t \) is the generation (time); rand is random value generated according to a uniform probability distribution in \([0,1] \); \( x_{\text{max},j} \) and \( x_{\text{min},j} \) stand for the upper bound and lower bound of the \( j \)th individual of \( j \)th real-valued vector.

**Step 3:** For each individual, evaluate its fitness value.

**Step 4:** Mutation operation (or differential operation). Mutation is an operation that adds a vector differential to a population vector of individuals according to equation:

\[
z_i^{(t+1)} = z_i^{(t)} + f_m \cdot \left[ z_i^{(t)} - x_i^{(t)} \right],
\]

where \( z_i^{(t)} = [z_{i1}^{(t)}, z_{i2}^{(t)}, \ldots, z_{in}^{(t)}]^T \) for the \( i \)th individual of a mutant vector, \( r1, r2 \) and \( r3 \) are mutually different integers and are also different from the running index \( i \) randomly selected with uniform distribution from the set \( \{1,2,\ldots,in\} \). The mutation factor \( f_m > 0 \) is a real parameter, which controls the amplification of the difference between two individuals with indexes \( r2 \) and \( r3 \).

The mutation operation using the difference between two selected randomly individuals may cause the mutant individual to escape from the search domain. If an optimized variable for the mutant individual is outside of the domain search, then this variable is replaced by its lower bound or its upper bound so that each individual should be restricted with the search domain.

**Step 5:** Evaluate Operation. Evaluate is employed to generate a trial vector by replacing certain parameters of the target vector by the corresponding parameters of a randomly generated donor vector. For each vector \( z_i^{(t+1)} \), an index \( \text{rnbr}(i) \in \{1,2,\ldots,n\} \) is randomly chosen using uniform distribution, and a trial vector, \( u_i(t+1) = [u_{i1}(t+1), u_{i2}(t+1), \ldots, u_{in}(t+1)]^T \), is generated via:

\[
u_i(t+1) = \begin{cases} 
    z_i^{(t+1)} & \text{if } \text{rnbr}(j) \leq \text{CR} \text{ or } j = \text{rnbr}(i) \\
    x_i(t) & \text{if } \text{rnbr}(j) > \text{CR} \text{ or } j \neq \text{rnbr}(i)
\end{cases}
\]

where \( j \) is the parameter index; \( x_i(t) \) stands for the \( i \)th individual of \( j \)th real-valued vector; \( z_i^{(t+1)} \) stands for the \( i \)th individual of \( j \)th real-valued vector of a mutant vector; \( u_i(t) \) stands for the \( i \)th individual of \( j \)th real-valued vector after crossover operation; \( \text{rnbr}(j) \) is the \( j \)th evaluation of a uniform random number generation with \([0,1]\); \( \text{CR} \) is a crossover rate in the range \([0,1]\).

**Step 6:** Selection operation. Selection is the procedure whereby better offspring are produced. To decide whether or not the vector \( u_i(t+1) \) should be a member of the population comprising the next generation, it is compared with the corresponding vector \( x_i(t) \). Thus, if \( f \) denotes the objective function under maximization, then

\[
x_i(t+1) = \begin{cases} 
    u_i(t+1) & \text{if } f(u_i(t+1)) > f(x_i(t)) \\
    x_i(t) & \text{otherwise}
\end{cases}
\]

In this case, the value of objective function cost of each trial vector \( u_i(t+1) \) is compared with that of its parent target vector \( x_i(t) \). If the objective function \( f \) of the target vector \( x_i(t) \) is upper than that of the trial vector, the target is allowed to advance to the next generation. Otherwise, the target vector is replaced by a trial vector in the next generation.

**Step 7:** Verification of the stopping criterion. Set the generation number for \( t = t+1 \). Proceed to Step 3 until a stopping criterion is met, usually a maximum number of iterations (generations), \( t_{\text{max}} \). The stopping criterion depends on the type of problem.

### 5 Simulation Experiments

To verify the validity of disruption management and algorithm discussed in this chapter, we conduct the experiments using C++ for encoding, and employ the multi-mode scheduling test packs J20 and J30 in project scheduling standard question bank PSPLIB[29], to make test on the PC with Intel® Core™2 Duo 2.4GHz CPU. Here J20 and J30 include 20 and 30 tasks respectively (not including virtual tasks); for each task, there are 3 types of execution modes for option, in each of which, the task duration is 1-10 time units, consuming 2 kinds of renewable resources and 2 kinds of non-renewable resources. For test questions of each group, randomly generate a question. Therefore, there are 640 questions for each group; however, there exists no feasible solutions for some of these test questions. Because of this, eliminate those insolvable questions, there are 554 project cases left in J20, and 552 left in J30. During the experiment, we make discussion and analysis on the minimal disruption cost of the projects with and without project delivery time limits respectively.

#### 5.1 PARAMETERS SETTING

The cases in question bank J20 and J30 are both about project scheduling under certain circumstance. However, as project scheduling is in the complex environment
during the execution, some disruption parameters in J20 and J30 needs to be set to make the project scheduling disruption management close to reality. Firstly, in dynamic environment, the completion time of project scheduling is no shorter than that of baseline scheduling at planning stage. For the baseline project completion time generated by the Certain Scheduling Algorithm solution in J20, we extend it by 20%, 10% and 0% respectively as the expected completion time; for that in J30, we extend it by 40%, 30% and 20% respectively as the expected completion time. The extension of expected completion time will increase the amount of scheduling schemes, thereby affecting the time cost of solution directly. Secondly, we add two tasks to J20 and J30 respectively, which stand for the disruption of project structure caused by the requirement change by clients at the execution stage. Besides, we define the 10%-extension of completion time of two random tasks of the project caused by disruption, and 10% more resource consumption in the execution of two random tasks than the original. In addition, the resource consumption may be 5% fewer at some period of execution than the original supply. Lastly, the parameter values are defined for delay in start-up weight $w_i$, mode-switching cost, delayed delivery punishment, resource punishment coefficient and the time of delay in delivery. The detailed question parameter settings are shown in Table 1.

Here are the parameter settings in DE algorithm, the maximum evolutionary generation $T$ is set to 100, the population size $N$ is 40, the crossover probability $P_c$ is 0.9, and the scaling factor $F$ is 0.7. The proposed algorithms adopt penalty function method to deal with constraints using following equations:

$$f(w) = F(w_i, u_{ip}, s_i) + M \sum_{i=1}^{m} w_i - 1)^2,$$  \hspace{1cm} (19)

where $M$ is the penalty impact. In the numerical experiments, $M$ is set to 105 for the J30 and J60, and 106 for the J60 and J120.

5.2 COMPUTING RESULTS AND ANALYSIS

For the computing process, at first project scheduling method is employed to get the optimal/suboptimal scheduling scheme as the planning one, and then computation is implemented on the minimal disruption cost of projects with and without delivery time limit, based on the question parameters and algorithm parameters discussed above. Meanwhile, to simulate the real situation in project execution and analyse the influence of different disruption strategies on project execution, single and combined disruption strategies are taken respectively in simulative computations.

1) No delivery time limit

Table 2 shows the computing results for minimal disruption cost without delivery time limit with different disruption strategies.

As can be seen in Table 2, size of question bank exerts great influences on disruption in project execution. The deviation rate of average disruption cost in benchmark J20 from original scheduling is superior to that in J30, which indicates that the more complex the project structure is, the greater disruptions received in dynamic environment, thus the more difficult to implement disruption recovery.

Meanwhile, different disruption recovery strategies also have enormous influences on the disruption recovery
cost. With respect to this cost, that of projects with combined strategies is the minimal, followed by that with Task Execution Mode Substitution Strategies, while that with Resource Substitution Strategies is the largest. Concerning the deviation rate of total real execution duration from the original scheduling that with Combined Disruption Recovery Strategies is the least, and next is the one with Resource Substitution Strategies, while that with Task Execution Mode Substitution Strategies is the greatest.

Based on the results above, for the disruption during project execution, resource supply increase can shorten the total real execution duration which entails dramatic cost rise, thus not the optimal scheme; given the resource condition, change of task execution mode can bring down the disruption cost to some degree at the expense of execution duration, thus leading to delay in delivery; combined strategies can reduce the risk of project execution and disruption cost to the largest extent by changing the execution mode with the permission of resource substitution.

2) Given delivery time limit

Table 3 and 4 reveals the computing results for the questions in J20 and J30 on the minimal disruption cost with delivery time limit with different disruption strategies.

### Table 3 Computing results

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Strategy</th>
<th>Average disruption cost</th>
<th>Average execution duration</th>
<th>Scheduled average execution duration</th>
<th>Real deviation rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤40%</td>
<td>Task execution mode</td>
<td>253.61</td>
<td>38.73</td>
<td>27.71</td>
<td>39.77%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>314.03</td>
<td>37.49</td>
<td>27.71</td>
<td>35.29%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>199.47</td>
<td>36.53</td>
<td>27.71</td>
<td>31.83%</td>
</tr>
<tr>
<td>≤30%</td>
<td>Task execution mode</td>
<td>217.46</td>
<td>35.64</td>
<td>27.71</td>
<td>28.62%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>279.83</td>
<td>34.76</td>
<td>27.71</td>
<td>25.44%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>164.35</td>
<td>33.98</td>
<td>27.71</td>
<td>22.63%</td>
</tr>
<tr>
<td>≤20%</td>
<td>Task execution mode</td>
<td>249.79</td>
<td>33.18</td>
<td>27.71</td>
<td>19.74%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>306.02</td>
<td>32.39</td>
<td>27.71</td>
<td>16.89%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>193.72</td>
<td>31.83</td>
<td>27.71</td>
<td>14.87%</td>
</tr>
<tr>
<td>≤10%</td>
<td>Task execution mode</td>
<td>268.45</td>
<td>30.42</td>
<td>27.71</td>
<td>9.78%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>329.78</td>
<td>29.87</td>
<td>27.71</td>
<td>7.80%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>228.75</td>
<td>29.12</td>
<td>27.71</td>
<td>5.09%</td>
</tr>
</tbody>
</table>

### Table 4 Computing results

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Strategy</th>
<th>Average disruption cost</th>
<th>Average execution duration</th>
<th>Scheduled average execution duration</th>
<th>Real deviation rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤50%</td>
<td>Task execution mode</td>
<td>512.33</td>
<td>49.63</td>
<td>33.38</td>
<td>48.68%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>589.37</td>
<td>48.47</td>
<td>33.38</td>
<td>45.21%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>433.92</td>
<td>46.81</td>
<td>33.38</td>
<td>40.23%</td>
</tr>
<tr>
<td>≤40%</td>
<td>Task execution mode</td>
<td>473.51</td>
<td>46.71</td>
<td>33.38</td>
<td>39.93%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>543.39</td>
<td>45.26</td>
<td>33.38</td>
<td>35.59%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>463.58</td>
<td>43.98</td>
<td>33.38</td>
<td>31.76%</td>
</tr>
<tr>
<td>≤30%</td>
<td>Task execution mode</td>
<td>525.46</td>
<td>43.18</td>
<td>33.38</td>
<td>29.36%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>587.24</td>
<td>42.39</td>
<td>33.38</td>
<td>26.99%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>436.69</td>
<td>40.43</td>
<td>33.38</td>
<td>21.12%</td>
</tr>
<tr>
<td>≤20%</td>
<td>Task execution mode</td>
<td>566.87</td>
<td>39.82</td>
<td>33.38</td>
<td>19.29%</td>
</tr>
<tr>
<td></td>
<td>Resource substitution</td>
<td>609.35</td>
<td>38.87</td>
<td>33.38</td>
<td>16.45%</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>475.43</td>
<td>37.12</td>
<td>33.38</td>
<td>11.20%</td>
</tr>
</tbody>
</table>

It can be seen in Table 3 and 4 that similar to Table 1, size of benchmark and different disruption recovery strategies still have significant influence on the disruption during project execution. With regards to deviation of different delivery time limits, the deviation rate of average disruption cost from original scheduling in question bank J20 is superior to that in J30. As for the solution results of each question bank, different disruption recovery strategies is also greatly influential on recovery cost. The recovery cost with combined strategies has the least recovery cost, followed by that with Task Execution Mode Substitution Strategies, while that with Resource Substitution Strategies is the largest. Judging from the deviation rate of total real execution duration from the original scheduling, that with combined strategies is the minimal, and that with Resource Substitution Strategies comes next, while that with Task Execution Mode Substitution Strategies is the largest.

For the same benchmark, the delivery time limit also has enormous influence on the recovery cost and total execution duration. As we can see from Table 3, in benchmark J20, when the delivery time limit is not 30% longer than the original scheduling, the recovery cost becomes the highest as the delay time in delivery shortens; when the delivery time limit is not 30% longer than the original delivery schedule, the recovery cost is the least, followed by that when delivery time limit is not 20% longer, while that when delivery time limit is not 10% longer is the highest. This indicates that the bigger the deviation of delivery time limit from the scheduled total execution duration, the lower the disruption recovery cost is. That is, loose delivery time limit may
bring low execution cost. The same conclusion could be got form the result in Table 3.

However, the delivery time limit could not be extended without boundaries. We can see from Table 2 and Table 3 that when the delivery time limit is not 40% and 50% longer than the scheduled execution duration, the disruption execution cost increases. This is because despite of the decline of cost of mode switching and resource substitution in project execution, the degree of this kind of decline could not compensate the punishment cost caused by delayed delivery. Therefore, in project management, proper project completion schedule helps reduce the disruption cost that the dynamic environment entails in the project execution process.

Based on the computing results in single and combined strategies respectively with and without delivery time limit, to deal with disruption in execution process of project scheduling, the selection of disruption recovery strategies needs to be in accordance with delivery time and cost of the project. Within the delivery time limit, the total project execution duration can be extended to the largest extent and the execution mode can be switched to ensure a somehow soft execution and to reduce the disruption cost of the project. Meanwhile, within the permission of developing cost, Resource Substitution Strategies could be employed to shorten the overall execution duration and lower the disruption cost. This is one of the reasons why developing task outsourcing is employed currently in a large number of products development projects.

6 Conclusions

This chapter analyses the disruption types in the execution process of project scheduling, namely task delay disruption, task duration and resource consumption disruption, resource available disruption and delivery time disruption, and raises two corresponding disruption recovery strategies, Task Execution Mode Substitution Strategy and Resource Substitution Strategy. On the basis of this, we establish a disruption management model in dynamic environment, whose target function is to minimize disruption recovery cost.

At the end, we use DE to solve the computation of minimal disruption cost problem and analyse the computing results, with and without delivery time limit in multi-mode scheduling test pack J20 and J30 from the standard question bank in PSPLIB. The analysis indicates that within the permission of resource substitution, the change of task execution mode can reduce the executive risk and decrease the disruption cost to the greatest extent. This partly explains why task development outsourcing is widely used for lots of product development projects.

Through the model and computations in this paper, we can draw the following conclusion for practical engineering applications: task outsourcing for product development and proper scheduling of project execution duration can facilitate the disruption-resistance and risk-resistance capability of product development project, thus improving the product developing efficiency and quality.
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